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It is of great scientific and industrial interest to transform STEM microscopes into flexible, unsupervised, quantitative nano-measuring tools. This requires, among other things, to automate several procedures that are currently executed manually based mostly on visual feedback (e.g., alignment, measuring particles, etc.). Such automation must take into account the time dependence of the microscopes internal processes. For instance, measuring the aberration coefficients from images takes a finite amount of time, which must be taken into consideration if high-speed aberration correction is needed. From this perspective, the microscopes become dynamical systems and their automation can be addressed with the tools and methods of control theory.

To the best of our knowledge, except for the related work in [1], this perspective is lacking in the literature. Thus, we aim to provide such perspective here by introducing a control-oriented STEM analysis framework. To illustrate these ideas, consider the task of controlling defocus. That is, the automation task, also known as the control objective, consists on keeping the instantaneous defocus value, $\Delta f(t), t \in \mathbb{R}^+$, within a certain distance $\epsilon$ from a prescribed defocus value $\Delta f_{ref}$. In mathematical terms, $|\Delta f_{ref} - \Delta f(t)| < \epsilon$ for all $t > 0$. This condition can be satisfied if an appropriate controller is added to the microscope objective lens (OL) subsystem, as shown in the simplified conceptual model in Figure 1. The model shows the main components of any practical STEM control system: a subsystem to be controlled (the OL electronics), a controller, and a mechanism to measure the variable to be controlled (also known as an observer).

As with most physical systems, the dynamics of the OL electronics can be represented by a set of (possibly) nonlinear differential equations

$$\dot{x}(t) = h_t(x(t), u(t)), \quad \Delta f(t) = g_t(x(t), u(t)),$$

where $x(t)$ represents the internal state of the lens (e.g. current), $u(t)$ is the lens input (e.g. the voltage applied to it), $h_t : \mathbb{R} \times \mathbb{R} \mapsto \mathbb{R}$ is the state evolution function, and $g_t : \mathbb{R} \times \mathbb{R} \mapsto \mathbb{R}$ is the observation function. Then, the role of the controller is to stir the lens input to keep the size of $e(t) = \Delta f_{ref} - \hat{f}(t)$, the error between $\Delta f_{ref}$ and the measured defocus value $\Delta \hat{f}(t)$, as small as possible. Adapting available techniques, a controller can be design to ensure that $|e(t)| < \epsilon$ for all $t > 0$, satisfying the aforementioned control objective if $\Delta \hat{f}(t) \approx \Delta f(t)$. The latter depends heavily on the quality of the observer. Also, the controller design depends on the exact nature of $h_t$ and $g_t$, which must be derived from physical principles or from system identification experiments (this also requires the use of a high quality observer).

The observer design varies depending on the application. As shown in Figure 1, the measurement of optical parameters in a STEM is generally done through image analysis. For instance, defocus can be measured through HAADF images [2], Ronchigrams [3], or diffractograms [4]. In all cases, the defocus is estimated from the features of an image $I(r,t)$, which is a function of the object function $\phi(r)$ and the microscope’s transfer function $h(r, \Delta f(t)) = \mathcal{F}^{-1}\{\exp(-i\chi(q))\}$, where $r$ is the spatial coordinate, $q$ is spacial-frequency coordinate, and $\chi(q)$ is the aberration function (see [5] for details). The notation $h(r, \Delta f(t))$ indicates that $\Delta f(t)$ is the only time-varying
parameter in the transfer function. Thus, the process of image formation together with the process of estimating the defocus from the images can be thought of as a dynamical system with input $\Delta f(t)$ and output $\Delta \hat{f}(t)$. The behavior such system is characterized by the relation

$$\Delta \hat{f}(t) = g_o(\Delta f(t - \tau)),$$

where $g_o : \mathbb{R} \mapsto \mathbb{R}$ is usually a linear function, and $\tau$ is the delay introduced by processing an image.

As an example, an observer was built using the diffractogram-based approach in [4]. A hundred focus series of amorphous specimens were simulated using the approach in [6], with defocus values ranging from 70nm to 200nm, and considering only the effects of defocus and spherical aberration in the transfer function. A Matlab program was written to autonomously estimate the defocus from each individual image in the series. The results, displayed in Figure 2, show that the observer’s response varies minimally from series to series. They also show that the observer can be modeled as $\Delta \hat{f}(t) = 1.027\Delta f(t - \tau) - 3.81$, whith $\tau \approx 4$.

Research is ongoing to complete the observer characterization. The observer will be used in the near future to identify the lens model, $h_l$, using system identification techniques. [7].
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